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Effect of friction on uniaxial compression

of bread dough

M. N. CHARALAMBIDES, S. M. GOH, L. WANIGASOORIYA, J. G. WILLIAMS,
W. XIAO
Imperial College London, Mechanical Engineering Department, South Kensington Campus,
London SW7 2AZ

The mechanical and frictional properties of foods have received considerable attention in
recent years as accurate material data are needed for the simulation of large scale
processing operations as well as providing a basis for product quality and development. In
this study, uniaxial compression tests were performed on bread flour/water dough.
Cylindrical samples of various heights and diameters were tested under both lubricated
and non lubricated conditions. The stress-strain data showed a dependency on sample
dimensions when no lubricant was used due to surface friction effects. This dependency
was eliminated when silicon oil of 500 centistokes viscosity was used as a lubricant and the
true stress-strain data were obtained experimentally. A theoretical expression derived from
an equilibrium analysis of a compressed disc under frictional conditions was used to
determine the coefficient of friction and the true stress-strain curve from unlubricated data.
The true stress-strain data were also determined by an empirical extrapolation procedure.
Finally, an iterative numerical procedure based on Finite Element Analysis confirmed the
calculated values for both the coefficient friction and the true stress-strain curve.
C© 2005 Springer Science + Business Media, Inc.

1. Introduction
The uniaxial compression test is the most popular
means of deriving the stress-strain properties of soft
foods and of biological materials in general. An alter-
native, the uniaxial tension test, is used less frequently
because of the problems related with the gripping of
soft samples. The drawback of the compression test
however, is that the friction between the sample and
the loading platens leads to inhomogeneous deforma-
tion. Specifically, the material next to the platens is
restrained from radial movement and the material ap-
pears to be stiffer than it truly is. This leads to ‘ap-
parent’ as opposed to ‘true’ stress-strain calculations,
when the usual expressions for stress and strain and the
experimental load-deflection data are used. As the ef-
fect of friction is confined at the two regions adjacent
to the platens, a dependence of ‘apparent’ stress-strain
data on sample dimensions is observed. For cylindrical
samples, the stress-strain curve will appear to be higher
for smaller height/diameter ratio because the volume of
the affected material is a larger proportion of the total
sample volume.

In an earlier study, the authors reported data obtained
from uniaxial compression of two cheeses [1]. Lubri-
cated tests as well as non-lubricated tests were per-
formed. Methods to derive the true stress-strain curve
and the coefficient of friction from the non-lubricated
data were then derived. In the current paper, the valid-
ity of these methods is tested further by applying them
to bread dough, a material which is significantly softer

than the cheeses of the previous study [1]. Producing ac-
curate samples of dough and material characterisation
in general is more difficult. Therefore, this new study
will highlight any limitations of the suggested methods
for dealing with friction in compression tests and nec-
essary refinements to these methods will be identified.

2. Experiments
Simple flour/water dough was mixed using a labora-
tory 6-pin mixer. The flour was supplied by General
Mills with a blend composition of: 13.25% ± 0.75%
moisture, 10.5% ± 0.35% protein and 0.5% ± 0.03%
ash contents. Ash and protein are both quoted on the
14% moisture basis standard. The dough was made by
mixing 198.5 g of flour with 120 g distilled water and
1.5 g salt (sodium chloride), giving a total of 320 g of
dough from each mix. All samples were mixed for three
minutes at a constant speed in ambient conditions.

In order to study the effect of friction, samples
of various dimensions were produced using cylindri-
cal moulds made from polutetrafluorethylene (PTFE).
Each mould was placed on a square PTFE sheet (bot-
tom plate) coated with paraffin oil, as shown in Fig. 1. A
strip of non-stick greaseproof paper was used to line the
inside of the cylindrical moulds. The dough was pressed
into the moulds by hand and any excess material was
scraped off with a sharp edge. Another PTFE plate (top
plate) coated with paraffin oil was then positioned on
top of the filled mould and a small weight was left on top
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Figure 1 Specimen preparation assembly. A PMMA top plate is shown here for clarity purposes, in real tests both top and bottom platens were made
from PTFE.

of the plate for 10–15 min. The top plate was then re-
moved using a sliding motion, the mould was lifted off
and the sample was left to relax for 45 min. The sample
retained its shape during this time as the greaseproof
paper provided the necessary support. The sample was
then transported to the loading platens using the bottom
plate. Prior to testing, the bottom plate was removed us-
ing a sliding motion. Finally the greaseproof paper was
peeled off. The paraffin oil which was used to avoid
moisture loss from the sample was carefully removed
using absorbent paper. This rather tedious preparation
procedure ensured samples had the correct cylindrical
geometry and reduced the scatter in the experimental
data.

The following mould dimensions were used:

(i) diameter of 40 mm and heights of 6, 10, 16 and
20 mm,
(ii) diameter of 20 mm and heights of 5, 10 and 20 mm.

The 40 mm diameter samples were easier to pro-
duce. The 20 mm diameter samples were more difficult
to extract from the moulds without damaging them.
However, less mass of dough is needed to produce the
20 mm diameter samples. The exact height of each sam-
ple was recorded within ± 0.5 mm prior to testing. For
each height, a minimum of four replicate samples were
tested.

The experiments were performed at room tempera-
ture at a constant strain rate of 40 min−1. To keep the
strain rate constant, the crosshead speed was set to de-
crease exponentially with time. The testing machine
used was an INSTRON model 5543 which has this op-
tional feature. Two frictional conditions were examined
by performing two series of tests for each sample di-
ameter. Firstly, tests were performed where no lubricant
was applied to the loading platen—sample interface be-
fore testing. In this case, the loading platens were made
of polymethylmethacrylate (PMMA). Secondly, silicon
oil of 500 centistokes viscosity was applied to the load-
ing platens which were made of PTFE.

Corresponding values of load, P , and deflection, δ,
were recorded on a PC connected to the testing ma-
chine. These were used to calculate the mean stress, p,
and strain, ε, from:

p = Ph

π R2 H
(1)

and

ε = − ln
h

H
(2)

where H is the original height, R is the original ra-
dius and h is the current height (= H − δ). Note that
Equation 1 assumes a constant volume deformation
and corrects the stress for the changes in sample di-
mensions during compression. The strain as defined in
Equation 2 is the Hencky strain and for large deforma-
tions is a better estimate of the real strain in the sample
than engineering strain. For clarity purposes, all values
of stress and strain will be presented as positive, even
though they are compressive. These positive values are
achieved by introducing the minus sign in Equation 2
and by taking the sign of the load P in Equation 1 as
positive.

The stress—strain curves for D = 40 mm and
D = 20 mm when no lubrication was used are shown
in Figs 2 and 3 respectively. For each nominal height,
an average curve obtained from all samples is shown.
The error bars are set equal to ± one standard devia-
tion. The height effect is evident; shorter samples led to
a higher stress—strain curve, i.e. the material appears
stiffer. The results when silicon oil was used are shown
in Figs 4 and 5. The effectiveness of this lubricant in
eliminating frictional effects is obvious as all heights
now lead to a single stress—strain curve for both diam-
eters. Thus the lubricated test data can be assumed to
represent the true stress - strain curve of the material at
the specified test conditions.

Photographs of samples during testing with and with-
out lubrication are shown in Fig. 6. The samples shown
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Figure 2 Stress-strain curves from samples of 40 mm diameter and vary-
ing height, without lubrication.

Figure 3 Stress-strain curves from samples of 20 mm diameter and vary-
ing height, without lubrication.

Figure 4 Stress-strain curves from samples of 40 mm diameter and vary-
ing height, with lubrication. For clarity purposes, error bars are omitted.

had an initial height of 20 mm and a diameter of 40 mm.
The applied strain is approximately 0.6. The barrelling
is more pronounced in the photograph of the unlubri-
cated test; this is further evidence that the chosen lubri-
cant was effective.

The averages of the lubricated curves are compared
in Fig. 7. The two curves are close to each other, with
the 20 mm curve being somewhat lower, particularly at
larger strains.

Figure 5 Stress-strain curves from samples of 20 mm diameter and vary-
ing height, with lubrication. For clarity purposes, error bars are omitted.

3. Analytical solution
In this study, it was possible to eliminate frictional ef-
fects by using silicon oil as a lubricant. However, there
might be cases for which friction cannot be eliminated
completely. The data derived from the compression
experiments would then be influenced by friction. A
method which enables the calculation of the true stress-
strain curve from such data would therefore be useful.
In addition, the coefficient of friction is an important
property of the contact surface that will be needed for
modelling of industrial processes such as rolling, ex-
trusion or cutting. Methods for deriving the true stress-
strain curve as well as the coefficient of friction were
derived in our previous work on cheeses [1] and they
are briefly described here.

Considerations of equilibrium on a section of a com-
pressed disk under friction leads to the following ex-
pression for apparent stress, p, as a function of the
‘true’ stress σ0, original height, H , original radius, R,
coefficient of friction, µ, and applied strain, ε, [2]:

p = σ0

2

(
H

µR
e− 3

2 ε

)2 [
e

2µR
H e

3
2 ε − 2µR

H
e

3
2 ε − 1

]
(3)

In deriving Equation 3, the following assumptions were
made:

(i) there is no barrelling of the edges of the disk,
(ii) the thickness of the disk is small enough so that

the axial compressive stress is constant through the
thickness.

Both of the above assumptions are strictly not true
as without a lubricant, barrelling followed by folding
of the sample is observed. This would imply that the
axial stresses are not uniform. Nevertheless, these as-
sumptions are necessary in order to simplify the prob-
lem and therefore derive an analytical solution. The
experimental data were fitted to Equation 3 using the
Solver function of the Microsoft Excel software. In or-
der to facilitate the approximation, the experimental
data are rearranged such that corresponding mean stress
p and sample height H data are available for a constant
value of strain ε. The results for the ‘true’ stress-strain
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Figure 6 Deformed samples under lubricated and unlubricated conditions.

Figure 7 Comparison of lubricated stress-strain curves from samples of
two diameters.

Figure 8 Comparison between experimental lubricated and calculated
stress-strain curves using data from 40 mm diameter samples.

curve, i.e. σ0 versus ε, are shown in Figs 8 and 9 for
D = 40 mm and D = 20 mm respectively. The lubri-
cated stress-strain curve is also shown for comparison
purposes. The prediction from Equation 3 is seen to be
reasonable for both diameters, as the calculated data are
close to the lubricated curves. The coefficient of friction
is also calculated using Equation 3 and the results from
both sets of data are shown in Fig. 10. It is observed
that µ varies with strain, the variation being larger for
the larger diameter data. This is probably due to the
assumptions made in the analysis; the 40 mm diameter
samples have smaller sample height to sample diame-

Figure 9 Comparison between experimental lubricated and calculated
stress-strain curves using data from 20 mm diameter samples.

Figure 10 Coefficient of friction versus strain corresponding to the two
sample diameters. Horizontal lines represent the average of the data.

ter ratios (H /D) therefore the effect of barrelling and of
the non-uniform axial stress distribution is larger. Nev-
ertheless, the average values of µ for D = 40 mm and
D = 20 mm are 0.21 and 0.26 respectively which are
in good agreement.

In the previous work [1] it was shown that the alter-
native empirical relationship shown below gave more
accurate results than Equation 3 for the true stress-strain
curve:

p = σ0 + B

(
1

H

)2

(4)
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where B is a constant. Equation 4, which does not allow
estimation of µ, was used to approximate the experi-
mental data and the results are also shown in Figs 8
and 9. The predictions from this empirical relationship
are found to be of similar accuracy as Equation 3, in
disagreement with our previous work on cheeses [1]
where Equation 4 was found to be more accurate than
Equation 3.

4. Numerical modelling
The ABAQUS commercial finite element software
package [3] was used to model the compression of a
cylindrical sample between two flat, rigid platens. The
model is axisymmetric and includes the top half of the
cylinder only, since the middle surface is a plane of sym-
metry. Four noded quadrilateral elements were used. A
reference node on the rigid surface was displaced in
the vertical direction such that the maximum imposed
strains matched those measured in the experiments. The
material was assumed to behave as a linear elastic—
plastic material. The onset of plasticity, usually defined
by the point of non-linearity on the stress-strain curves,
was taken to be at 2.5% strain. Work hardening was
used to accommodate the rise in stress beyond the point
of first yield. Incompressible behaviour i.e. a Poisson’s
ratio of 0.5 was assumed. A value of 0.499 was used
in the finite element model instead to avoid possible
numerical problems associated with truly incompress-
ible behaviour. The classical isotropic Coulomb friction
model available in the software was used. This defines
the critical shear stress at which sliding of the surfaces
starts as a fraction of the contact pressure, the fraction
being equal to µ.

4.1. Verification of Equation 3
In order to check the analytical predictions of Equa-
tion 3, the calculated stress-strain curve and the aver-
age coefficient of friction were entered in the Finite
Element program. The numerical load-deflection dia-
grams can then be compared to the experimental data
from the unlubricated tests; a good agreement would
imply that Equation 3 was sufficiently accurate.

The 40 mm diameter data were used such that the
stress-strain curve used in the numerical simulation is
the one shown in Fig. 8 (Equation 3) and the coefficient
of friction is 0.21. The resulting comparison between
the numerical and experimental load-deflection data is
shown in Fig. 11 for all sample heights. The observed
agreement verifies the ability of Equation 3 to model
the unlubricated compression of dough cylinders.

4.2. Iterative analysis
A procedure for determining the stress-strain curve
from unlubricated test data via an iterative finite ele-
ment analysis was originally proposed by Parteder and
Bunten [4] in a study of compression of steel tested at
1280◦C. The same procedure was successfully used in
a previous study on cheese [1]. In both of the mentioned
studies, it was assumed that the coefficient of friction
is known such that solutions of ‘true’ stress-strain only

Figure 11 Comparison of numerical and experimental load-
displacement plots for D = 40 mm. Points and lines represent
experimental and numerical data resprectively.

Figure 12 Comparison between the stress-strain curves predicted from
the iterative numerical procedure and the lubricated curve when µ was
set to 0.1.

Figure 13 Comparison between the stress-strain curves predicted from
the iterative numerical procedure and the lubricated curve when µ was
set to 0.2.

are sought. Here, we will attempt to determine both the
‘true’ stress-strain curve as well as µ from the unlubri-
cated data.

The iterative procedure is as follows. For each sam-
ple height, the stress-strain curve calculated from the
experimental load-deflection data is used as a first es-
timate of the true stress-strain curve. Five values of
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µ were assumed, 0.1, 0.2, 0.25 0.3 and 0.4, such that
the iterative procedure was repeated five times for each
height. In this way, a numerical force-deflection curve
or force—global strain curve Fnum (ε) was obtained for
each value of µ. Comparison between the experimental
curve Fexp (ε) and the numerical curve Fnum (ε) leads
to the estimation of the correction factor as a function
of strain, c(ε), i.e.:

ci(ε) = 1 − Fexp(ε)

Fi num(ε)
for i = 0, 1, 2 . . . (5)

where i is the number of iterations. The corrected stress-
strain curve is then calculated from:

σi+1(ε) = σi(ε)

1 + ci(ε)
(6)

This iterative scheme was used with the data corre-
sponding to the 40 mm diameter. It was found that typ-
ically two to four iterations were needed to bring c(ε) to
almost zero, with shorter specimens requiring a larger
number of iterations. This is in contrast to previous
work on cheese where a single iteration was sufficient
for all sample heights [1, 4]. The reason for the larger
number of iterations in dough is probably due to the dif-
ferent shape of the stress-strain curve which could slow
down the convergence rate of the numerical method.

The corrected stress-strain curves for all heights and
corresponding to the five values of µ are shown in
Figs 12–16. The curve obtained from the lubricated
experiments is also shown for comparison purposes. It
is observed that for the case of µ = 0.25, the curves
corresponding to the various sample heights are closest
to each other as well as to the lubricated curve. For the
other four values of µ, the iterated curves do not agree
with each other as well, nor with the lubricated curve.
The disagreement between the various curves increases
as µ is further away from the value of 0.25. This im-
plies that the correct value of µ is close to 0.25. This
agrees well with the average value obtained from Equa-
tion 3 using the smaller, 20 mm diameter, data which
was 0.26 (see Fig. 10). The agreement with the aver-

Figure 14 Comparison between the stress-strain curves predicted from
the iterative numerical procedure and the lubricated curve when µ was
set to 0.25.

Figure 15 Comparison between the stress-strain curves predicted from
the iterative numerical procedure and the lubricated curve when µ was
set to 0.3.

Figure 16 Comparison between the stress-strain curves predicted from
the iterative numerical procedure and the lubricated curve when µ was
set to 0.4.

age value from the 40 mm diameter data, i.e. 0.21, is
less good. This could be explained by the fact that the
ratio (H /D) varied from 0.15 to 0.5 for the 40 mm sam-
ples and from 0.25 to 1.0 for the 20 mm samples. The
smaller ratios for the 40 mm samples would mean that
the assumptions made in deriving Equation 3 are less
accurate. Therefore the values of µ calculated using the
40 mm data would be less accurate than those obtained
from the 20 mm data. This is also highlighted by the
larger variation in µ for the 40 mm data, as shown in
Fig. 10.

5. Conclusions
Silicon oil with a viscosity of 500 centistokes was found
to eliminate friction in uniaxial compression tests of
bread dough. The evidence for this is that there was no
effect of sample geometry on the test data when this
lubricant was used.

Two expressions were used to determine the ‘true’
stress-strain curve from unlubricated data. One was
based on equilibrium analysis of a compressed disk un-
der frictional conditions (Equation 3) and the other was
an empirical expression (Equation 4). The latter is es-
sentially an extrapolation of the apparent stress data to a
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zero (1/H )2 value, H being the original sample height.
It was found that the predictions for the ‘true’ stress-
strain curve from both equations were good. Equation 3
also allows the estimation of µ; the average values
of 0.21 and 0.26 were derived for D = 40 mm and
D = 20 mm respectively.

Equation 3 was further verified by entering its predic-
tions for stress-strain and average coefficient of friction
to a finite element simulation of the unlubricated test;
the resulting load-displacement data agreed well with
the experimental data. An iterative finite element anal-
ysis procedure was also used to derive the ‘true’ stress-
strain curve and µ simultaneously from unlubricated
test data. It was found that the predicted stress-strain
curves were very close to each other as well as to the
curve measured from the lubricated experiments when
µ was close to 0.25. This is in good agreement with the
predictions from theory (Equation 3).
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